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1. Introduction 
Recommendation system is an important topic in many 

applications. The purpose of a recommendation system is to 

provide users with items/contents/services that meet their needs. 

Many studies have been devoted to devloping effective and 

efficient recommendation sysytem. They can be generally 

categorized into two types: CF-based (Collaborative Filtering-

based) and pattern-based reommendation systems.  

Given a set of user-to-item rating scores, CF-based approaches 

[4, 5, 6, 11, 16, 21] recommend items/contents/services/objects 

based on the historical user-to-item rating scores. However, in 

some applications, it is not easy to obtain user-to-item rating 

scores. For example, in a product marketing application, it is not 

easy to obtain user-to-item rating scores for all items that users 

ever purchased. Another limitation of CF-based approaches is 

that the performance of CF-based approaches is easy to be 

affected by the number of collected rating scores. In other words, 

insufficient number of rating scores may easily degrades the 

effectiveness of CF-based recommendation systems. 

Another common recommendation system is pattern-based 

recommendation system [1, 2, 8, 9, 10, 15, 17, 19, 21, 22]. The 

main idea of pattern-based recommendation system is to use 

pattern mining skills, such as frequent itemset [1, 10] and 

sequential pattern mining [2, 9, 15, 17, 19, 22], to discover user 

behvior from their historical log data. The pattern-based 

approaches firstly mine rules or patterns from historical log data 

of users and then recommend items/contents/services/objects to 

users when user behaviors match discovered rules or patterns. 

However, one of the drawbacks of pattern-based 

recommendation is that it can not recommend users with items 

that users never purchased or used before.  

In addition, social network-based recommendation system 

(SNRS) [3, 9, 12, 13, 18, 20, 23, 24, 25] has received lots of 

attentions in recent years. A social network consists of several 

entities. Entities between entities are connected by certain 

relationships. With the increasing popularity of Web 2.0, many 

social networking websites such as Facebook, Twitter, and Digg 

have emerged. Members in these social networking websites 

have their own personalized space. They can publish their 

interests, articles and biographies, and can send messages to 

other members. A social network can be transformed into a 

social graph. In a social graph, entities are represented as nodes 

and relationships between entities are represented as edges. 

Edges between nodes indicate the relationships (such as friend, 

follower, following relationships) between members. Social 

network-based recommendation system considers activities of 

users and relationships between users to recommend 

items/contents/services to users. Although edges between nodes 

can be used to represent certain relationships, they could not 

reflex similarities between members. For a recommendation 

system, it is common to consider similarities between members 

to enhance its performance. How to calculate similarities 

between members according to their behaviors is one of the 

important issues for recommendation systems.  

Although many studies have been proposed for efficient 

recommendation sysytem, most of them recommend 

items/contents/services/objects to users according to the behavior 

of users in a single community without considering behavior of 

other users in different communities. Besides, the traditional 

recommendation systems may have the following problems: (1) 

Cold-start problem: when the number of user-to-item rating 

scores is few, the effectivenss of the recommendation system is 

limited. (2) New user problem: it is hard to predict the preference 

of a new user when the user does not rate scores for items. (3) 

New item problem: it is hard to predict the preference of a user to 

a new item since the new item is not rated by any user.  

In this paper, we propose an effective community-based 

recommendation system to address the above issues. The 

proposed recommendation system utilizes behavior of users in 

different communities to reduce the influence of cold-start and 

new user/item problems. We investigated properties of different 

similarity measurements and proposed a pattern-based similarity 

measurement to calculate the similarities between users. Besides, 

we proposed several preference functions to calculate the user 

preference for items. The experimental results show that the 

proposed method outperforms traditional CF-based approaches. 

The remainder of this paper is organized as follows. In Section 

2, we introduce the scenario and define the problems. The 

proposed method is described in Section 3. Experimental results 

are shown in Section 4. Conclusion is given in Section 5. 

 

Figure 1.  Scenario 
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2. The Proposed Framework 
In this section, we introduce scenario, problem definitions and 

assumption of the proposed framework.  

2.1 Problem Definitions  and Scenario 
A community C consists of n distinct users {u1, u2,…,un}. Let I 

be a finite set of distinct items {i1, i2, …, im}. Each user ui (1 ≤ i 

≤ n) of C is associated with a transactional database D. A 

transactional database D = {T1, T2, …, Ts} is a set of transactions, 

where each transaction TrD, (1 ≤ r ≤ s) is a subset of I and has 

an unique identifier r, called its Tid. An item in a transaction can 

be considered as a product that purchased by a customer or a 

service that accessed by a customer. Let CA and CB be two 

different communities. Users in the communities CA and CB are 

denoted as Aui (i ≥ 1) and Buj (j ≥ 1) respectively. Items in a 

community can be categorized into two types: global item and 

local item. Every user can purchase/access global item, but a 

local item in a community C only can be purchased/accessed by 

the local users of C. Let X = {X1, X2, …, Xp} (XiI, 1≤ i ≤ p) and 

Y = {Y1, Y2, …, Yq} (YjI, 1≤ j ≤ q) be sets of local items in CA 

and CB, where X ∩Y = . Consider the scenario shown in the 

Figure 1. Let Xi I (1≤ i ≤ p) be a local item that purchased by 

the user AuxCA (x ≥ 1) and YiI (1≤ i ≤ q) be a local item that 

never be purchased by BuyCB (y ≥ 1). If buying behavior of 

user Aux is similar to that of Buy (y ≥ 1) and local item Xi (1≤ i ≤ 

p) is similar to local item Yi (1≤ j ≤ q), we trend to recommend 

item Yi to user Buy.  

2.2  Assumption  
In the proposed framework, we assume that the similarities 

between items are already known and stored in an item similarity 

matrix. Table 1 shows an item similarity matrix. The value of 

item similarity ranges from 0 to 1, where 1 represents completely 

similar and 0 represents completely dissimilar. The similarities 

between items can be obtained by comparing their meat-data or 

other features such as price and category.  To simply the problem, 

we assume similarities between items are already known and are 

stored in the item similarity matrix. 

Table 1. Item similarity matrix 

Item similarity matrix 

Item i1 i2 … im 

i1 1 0.1 … 0.2 

i2 … 1 … 0.3 

… … … 1 0.5 

im … … … 1 

Table 2. Transactional database for a user in the community CA 

Transactional database 

T1 G1, G2, X1, X2 

T2 G1, X2 

T3 G2, X1 

T4 G1, G2, X1 

 

 Au1 Au2 … Au5   Bu1 Bu2 … Bu5 

X1 5 2 … 4  Y1 5 2 … 3 

X2 4 1 … 3  Y2 3 1 … 2 

G1 1 5 … 2  G1 3 3 … 2 

G2 3 5 … 2  G2 3 4 … 2 

Figure 2.  Rating score tables for users in CA and CB 

3. The Proposed Method 
In this section, we present the proposed method. For each user, 

we calculate supports of items. The support count of an item is 

the total number of transactions which contain the item. The 

support of an item is defined as the ratio of the number of 

transactions which contain this item to the total number of 

transactions in the database. For example, Table 2 shows a 

transactional database for a user in the community CA. The 

global item G1 appears in the transactions T1, T2 and T4. The 

support count of G1 is 3. The support of G1 is (3/4) = 75%. We 

transform the supports of items to user-to-item rating scores that 

range from 1 to 5 to express the user preference to the items. The 

rating scores are stored in a rating score table. Figure 2 shows 

two rating score tables for users in community CA and CB 

respectively. In the Figure 2, the rating score of user Au1 for the 

local item X1 and global item G1 are 5 and 1 respectively.  

For each user, we mine frequent itemsets from his/her 

transactional database. The concept of frequent itemset is 

described as follows. An itemset X = {i1, i2, …, il} is a set of l 

distinct items, where ijI, 1 ≤ j ≤ l , and l is the length of X. An 

itemset X is said to be contained in a transaction Tr if X  Tr. The 

support count of an itemset is the number of transactions which 

contain the itemset. The support of an itemset is defined as the 

ratio of the number of transactions which contain the itemset to 

the total number of transactions in the database. An itemset is 

called frequent itemset if its support is no less than a user-

specified minimum support threshold.  For example, the itemset 

{G1, X1} is contained in transactions T1 and T4. The support count 

and support of {G1, X1} are 2 and (2/4) = 50%, respectively. 

When the minimum support threshold is 50%, {G1, X1} is a 

frequent itemset.  

After discovering frequent itemsets from transactional 

database of each user, each user has a frequent pattern set (a set 

of frequent patterns that mined from his/her transactional 

database). The similarities between any two users can be 

measured by comparing their frequent pattern sets. For any two 

users, if their frequent pattern sets are similar, they may have 

similar buying behavior. Figure 3 shows a similarity function for 

calculating similarity between two frequent pattern sets.  

– Association Pattern

 Variation of Structure

 Variation of Support

 Variation of two pattern (set)
















else

pp

pp

ppif

ppVstr ,
||

||
1

,0

),(

21

21

21

21

||
),(max

||
),( 21),(max

21

21
21sup 21

ssLog
ss

ss
ssV ss 




),()1(),(),( 21sup2121 ssVwppVwppV strap 

2

)

'

'
())'(,'()())(,(

11





 











m

ii
m

j

j

i
iiap

n

ii
n

j

j

i
iiap

AP

s

s
pcouplepV

s

s
pcouplepV

V
 

Figure 3.  Similarity function for two frequent pattern sets 
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Table 3. User similarity matrix 

User similarity matrix 

User u1 u2 … un 

u1 1 0.8 … 0.7 

u2 … 1 … 0.6 

… … … 1 0.4 

un … … … 1 

 

The proposed similarity function is called VPS (Variation of 

two Pattern Sets), which is described as follows. For any two 

patterns p1 and p2, their similarity can be measured by structure 

variation and support variation. The structure variation of two 

patterns p1 and p2 is denoted as Vstr(p1, p2) and is defined as 

Jaccard similarity if p1 is not a subset or superset of p2. 

Otherwise, the structure variation of p1 and p2 is 0. The support 

variation of p1 and p2 is denoted as Vsup(s1, s2). The definition of 

Vsup(s1, s2) is shown in the Figure 3, where s1 and s2 are the 

supports of p1 and p2 respectively. The variation of two patterns 

is denoted as Vap(p1, p2) and defined as w × Vstr(p1, p2) + (1 - w) 

× Vsup(s1, s2), where w is a user-specified weight that used to 

balance the importance of Vstr(p1, p2) and Vsup(s1, s2). For any two 

pattern sets PA and PB, their similarity is denoted as VAP and 

calculated as follows. For each pattern pi in the pattern set PA, we 

search the most similar pattern couple(pi) from PB and calculate 

their similarity by Vap(pi, couple(pi)). Let SA be the summation of 

similarities of such pairs for all patterns in PA. For each pattern 

pi’ in PB, we search the most similar pattern couple(pi’) from PA 

and calculate their similarity by Vap(pi’, couple(pi’)). Let SB be 

the summation of similarities of such pairs for all patterns in PB. 

The similarity of PA and PB is VAP = (SA+ SB)/2.  

  The similarity between any two users can be calculated by 

the method mentioned above. After calculating similarities for all 

users, similarities between users are stored in a user similarity 

matrix. For example, Table 3 shows a user similarity matrix and 

the similarity between users u1 and u2 is 0.8. 

Other similarity measurements can be replaced. The following 

equations are Jaccard, Extended Jaccard and Cosine similarity 

measurements. 

(a) Jaccard 

| ∪|

| ∩|
= ) ,(

21

21
21

pp

pp
ppJ           …Equation (1) 

(b) Extended Jaccard 

| ∩|-| ∪|

| ∩|
= ) ,(

2121

21
21

pppp

pp
ppEJ       …Equation (2) 

(c) Cosine 

| |||

| ∩|
= ) ,(

21

21
21

pp

pp
ppCOS           …Equation (3)  

 

Equations (1), (2) and (3) are suitable for categorical data. The 

following equations can be used for measuring the similarities of 

numerical data. Given two ordered sequences V1 = <V1
1, 

V1
2,…,V1

N> and V2 = <V2
1, V2

2,…,V2
N>，we can calculate the 

similarity between V1 and V2 by the following equations (4)~(8).  

(d) Euclidean 
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(f) Minkowski 
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(i) Chebyshev 
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(j) PCC(Pearson Correlation Coefficient) 
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To recommend items in the category Y for a user Buy of the 

community CB, we predict the rating score of Buy for every item 

in category Y and recommend k items with highest predicted 

rating scores (top-k items) to Buy. To predict the rating score of 

Buy for an item Yj  Y= {Y1, Y2, …, Yq}, 1≤ j ≤ q, we first predict 

the rating score of Buy for every item Xi  X = {X1, X2, …, Xp}, 

1≤ i ≤ p. Let p1(Buy, Xi) be the predicted rating score of Buy for 

the item Xi, {Au1, Au2,…, Auk} be the k users in the community 

CA with the highest similarities with Buy. The predicted rating 

score of Buy for the item Xi can be calculated by the Equation (9).  

 

  … Equation (9) 

In Equation (9), sim(Buy, Auv) is the similarity between users 

Buy and Auv, r(Auv, Xi) is the rating score of Auv for the item Xi. 

The predicted rating score of Buy for the item Xi p1(Buy, Xi) is 

calculated by considering similarities and rating scores of k most 

similar users in community CA. After calculating rating scores of 

Buy for every item in category X, we predict the rating score of 

Buy for every item YjY= {Y1, Y2, …, Yq}, 1 ≤ j ≤ q, by 

considering k most similar items in category X and the rating 

scores of Buy for these items. Let p1(Buy, Yj) be the predicted 

rating score of Buy for the item Yj, {X1, X2,…, Xk} be the k items 

in category X with the highest similarities with Yj. The predicted 

rating score of Buy for the item Yj can be calculated by the 

Equation (10).  

 

 … Equation (10) 

In Equation (10), sim(Xv, Yj) is the similarity between Xv and 

Yj, r(Buy, Yv) is the rating score of Buy for the item Yv. We take 

Figure 4 as an example to explain how to predict rating score of 

Buy for the item Y1 when k = 2. According to Equation (10), 

p1(Buy, Y1) = (r(Buy, X2)× sim(X2, Y1)+r(Buy, X3)×sim(X3, Y1))/2 

= (4×0.9+5×0.4)/2 = 2.8 
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User Buy   Y1 Y2 Y3  User Buy 

X1 3  X1 0.1 0.8 0.9  Y1 2.8 

X2 4  X2 0.9 0.4 0.8  Y2 ? 

X3 5  X3 0.4 0.2 0.5  Y3 ? 

Figure 4. Predict rating score of Buy for the item Y1 

 
In this study, we propose other preference functions for 

predicting rating scores of B1 for the item Xi. The other 

preference functions are p2、p3、p4 and p5。Equation (11)~(14) 

shows the functions. In these equations, R is the maximum value 
of the rating score. 
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Based on Equation (11)~(14), there are four equations for 

calculating preference of B1 for item Y1, which are shown in the 

Equations (15)~(18).  
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Figure 5. Generating community CB from CA 

Table 4. Parameters and Descriptions 

Parameters Notations Default  

Number of items N 1,500 

Number of users per community  NU 1,000 

Number of transaction in a 

community 

D 100,000 

Number of transactions per users  NT 100 

Average size of transactions T 10 

Average size of potential frequent 

itemset 

I 6 

Item similarity threshold  IS 0.5 

Item change probability ICP 0.9 

Minimum support threshold MST 5% 

4. Experimental Evaluation 

4.1 Simulation Data and Parameter Settings 
We use IBM data generator [1] to produce the transactions in 

community A. The parameters are described in Table 4. We use 

Figure 5 to explain how to use transactions in community A to 

generate transactions in community B. During the generation, 

user need to set a threshold named item change probability (ICP) 

threshold and an item similarity probability (IS) threshold. For 

each transaction TA in the community A, we generate a similar 

transaction TB in the community B. For each item x in the 

transaction TA, we generate a positive value named IP that ranges 

from 0 to 1. If IP is no less than the user-specified ICP threshold,  

the system generates an item y for TB, where the similarity 

between x and y is no less than IS. If IP is smaller than the ICP, 

the system does not generate any item or randomly generate RN 

items for TB. In our experiments, the parameter RN is set to 1. 

After generating the transactions in communities, we 

transform transactions into rating table. To validate the 

effectiveness of our approaches, we randomly delete some rating 

scores in the rating table.  Then we use the proposed method to 

predict the rating scores that have been deleted. The scores that 

are predicted by our methods are called predicted rating scores. 

We use MAE, RMSE and NDCG to evaluate the effectiveness of 

the proposed methods. 

(a) MAE (Mean Square Error) 

MAE is calculated by the Equation (19). In the Equation (19), 

N is the number of predict rating scores, ri  is the i-th rating score, 

pri is the i-th predicted rating score. Let’s take Table 5 as a 

running example.  MAE is (|3-4|+|4-4|+|5-3|+|2-1|+|1-1|)/5 = 0.8. 
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Table 5. Original rating scores and predicted rating scores 

Item A B C D E 

Rating score 3 4 5 2 1 

Predict rating score 4 4 3 1 1 

 

(b) RMSE (Root Mean Square Error) 

RMSE is calculated by the Equation (20). Let’s take Table 5 as 

a running example. RMSE is [(|3-4|2 + |4-4|2 + |5-3|2+ |2-1|2 + |1-

1|2)/5]1/2= 1.0954. 

2

1=

|- | 
1

= ∑ ii

k

i

prr
N

RMAE
                …Equation (20) 

 

(c) NDCG (Normalize Discount Cumulative Gain) 

    If we rank items in their rating score and predict rating score, 

we can obtain two ranking orders. The purpose of NDCG 

measurement is to compare the difference between the two 

orders. The related equation is shown as Equation (21) and (22). 

In Equation (21) and (22), the variable p is the number of items 

that are recommended, the variable i is the rank of the item, reli 

is the original rating score of i-th item in the rating table. 

 

 

 

   …Equation (21) 

 

 

 

…Equation (22) 

 

Table 6. Items are ranked according to their rating scores 

Rank i reli logi reli/ logi 

A 1 15 0 N/A 

C 2 10 1 10 

B 3 3 1.59 1.89 

D 4 0 2.0 0 

E 5 0 2.32 0 

Table 7. Items are ranked according to their predicted rating scores 

Rank i reli logi reli/ logi 

A 1 15 0 N/A 

D 2 0 1 0 

B 3 3 1.59 1.89 

C 4 10 2.0 5 

E 5 0 2.32 0 

 

Let’s take the Table 6 and Table 7 as running examples. In 

Table 6, the rating scores of A, B, C, D and E are 15, 3, 10, 0 and 

0. After arranging items in descending order of their rating scores, 

we obtain the list A, C, B, D, E. Therefore, the value i for A, C, 

B, D, E are 1, 2, 3, 4, 5. The corresponding log2i for A, C, B, D, 

E are 0, 1, 1.59, 2, 2.32. The corresponding (reli/log2i) for A, C, 

B, D, E are N/A,10, 1.89, 0 and 0. The idea DCG value (IDCG5) 

is (15+10+1.89+0+0) = 26.89.  

 

Table 7 shows the ranking of A, B, C, D, E according to the 

descending order of their predicted rating scores, that is, A, D, B, 

C, E. The value i for A, D, B, C, E are 1, 2, 3, 4, 5. The 

corresponding log2i for A, D, B, C, E are 15, 0, 3, 10, 0. The 

corresponding (reli/log2i) for A, D, B, C, E are N/A, 0, 1.89, 5 

and 0. The DCG5 for predict rating score is (15+0+1.89+5+0) 

=21.89. NDCG@5 = DCG5/NDCG5 = 21.89/26.89 = 0.814. 

4.2 Performance Evaluation for Different 
Similarity Measurements and Preference 
Functions 

Figure 6 shows the effectiveness of our methods by using 

different similarity measurements. The preference functions used 

in this experiment are Equations (11) and (15). The parameter k 

for finding top-k items/users in our method is set to 10. Figure 6 

(a) shows that MAE of VPS is better than that of Cosine, Jaccard 

and Extended Jaccard. The best MAE among different similarity 

measurements is VPS. The MAE of CityBlock is the worst. 

Figure 6(b) shows RMSE for different similarity measurements. 

Results show that RMSE f VPS is the best. The worst is 

CityBlock. Figure 6(c) shows NDCG@10 for different similarity 

measurements. The best one is VPS and the worst one is PCC. 

 

(a) MAE 

 

(b) RMSE 

 

(c) NDCG@10 

Figure 6. The effectiveness of different similarity measurements 
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(a) MAE 

 

(b) RMSE 

 

(c) NDCG@10 

Figure 7. The effectiveness of different preference functions 

 

4.3 Comparison with CF-based Approaches 
Figure 7 shows the effectiveness of the different preference 

functions. The similarity measurement used in this experiment is 

VPS. The parameter k for finding top-k users/items in our 

method is set to 10. Figure 7(a) shows that the MAE of P3 is the 

worst and P2 is the best. Figure 7(b) shows that the RMSE of P4 

is the best and P3 is the worst. The RMSE of P2 is close to P4. 

Figure 7(c) shows that the NDCG@10 of P4 is the best and the 

worst is P3. From the result, we can observe that the performance 

of P2 and P4 are better than the other preference functions. 

Figure 8 shows the MAE, RMSE and NDCG@10 for User-

based approach [5] and our approach. The preference function 

used in the experiment is P2. The parameter k for finding top-k 

users/items in our method is set to 10. During the calculation, 

User-based approach needs to find top-k users. The parameter for 

User-based approach is denoted as KUSER. We vary KUSER for 

User-based approach and compare the performance of User-

based approach with our approach. Figure 8(a) shows that MAE 

of our approach is much smaller than that of User-based 

approach. MAE of the User-based approach is about twice higher 

that of our approach. Figure 8(c) shows that the NDCG@10 of 

User-based approach is a little higher than that of our approach. 

But NDCG@10 for both methods are higher than 0.95.  

Figure 9 shows the MAE, RMSE and NDCG@10 for Item-

based approach [5, 16] and our approach. The preference 

function used in the experiment is P2. The parameter k for top-k 

in our method is set to 10. During the calculation, Item-based 

approach needs to find top-k items, the parameter for Item-based 

approach is denoted as KUSER. We vary KUSER for User-based 

approach and compare the performance of User-based approach 

with our approach. Figure 9 shows that MAE of our approach is 

much smaller than that of User-based approach. MAE of the 

User-based approach is about twice higher that of our approach. 

Figure 9(c) shows that the NDCG@10 of User-based approach is 

a little higher than that of our approach. But NDCG@10 for both 

methods are higher than 0.95. 

 

(a) MAE 

 

(b) RMSE 

 

(c) NDCG@10 

Figure 8. Comparing our method with User-based approach 

 

(a) MAE 
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(b) RMSE 

 

(c) NDCG@10 

Figure 9. Comparing our method with Item-based approach 

4.4 Robustness on Sparse Data 
In this subsection, we test the robustness of the proposed 

method for the sparse data. The preference function used in the 

experiment is P2. In this experiment, we remove different 

percentages of rating scores of users in the community B. Figure 

10 shows the performance of the proposed method and the CF-

based approaches on T10I2N1KD10K dataset. In the Figure 10, 

values at x-axis represent different percentages of rating scores 

that are removed from the community B. Results show that our 

approach is better than User-based, Item-based approaches and 

random method (randomly recommend items / contents / services 

/ objects to users). With increasing sparsity, MAE of User-based 

approach increases. In addition, MAE and RMSE of Item-based 

approach are higher than 1. MAE and RMSE of the random 

method ranges from 1.3 to 1.4 and do not change too much with 

increasing sparsity. MAE and RMSE of the proposed method is 

lower 1, which shows that the proposed method is robust even 

with sparse data. For the NDCG@10, our approach is slightly 

lower than the User-based and Item-based approaches.  

 

(a) MAE 

 

 

(b) RMSE 

 

(c) NDCG@10 

Figure 10. Performance of different methods on T10I2N1KD10K 

dataset 

Figure 11 shows the performance of the proposed method 

and the CF-based approaches on T10I2N3KD10K dataset. 

Results show that our approach better than User-based, Item-

based approaches and random method. When the sparsity 

increases, MAE of the User-based approach increases. In 

addition, MAE of the User-based approach are higher than 2. 

MAE and RMSE of the random method ranges from 1.2 to 1.3 

and do not change too much with increasing sparsity. MAE and 

RMSE of the proposed method are lower than the Item-based 

approach. The NDCG@10 of our approach is very close to that 

of the User-based approach.  

 

(a) MAE 

 

(b) RMSE 
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(c) NDCG@10 

Figure 11. Performance of different methods on T10I2N3KD10K 

dataset 

5. Conclusion 
In this paper, we propose a community-based recommendation 

system with a novel solution to reduce the influence of cold-start 

and new item/user problems. We propose VPS (Variation of two 

Pattern Sets) method to calculate the similarity between users. 

We also propose several preference functions to predict the 

preference of users. We utilize the information in other 

community to enhance the effectiveness of the recommendation 

system. The results show that the MAE and RMSE of our 

approach are much lower than that of the User-based and Item-

based approaches. In addition, the NDCG of our method is very 

close to that of the User-based approach and Item-based 

approaches. 
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